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Developing Algorithms

Strategies – 

• realize your problem is another well-known problem in 
disguise
– it is searching or sorting
– there’s a data structure for that
– it is a graph problem

• develop a new algorithm
– divide and conquer
– series of steps – iterative
– series of choices – greedy, backtracking, branch and bound, 

dynamic programming
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Algorithmic Structures

Iterative algorithms proceed forward towards the solution 
one step at a time.

– repetition through loops
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Iterative Patterns

Iterative algorithms can be characterized by the main focus 
of the loop – 

• process input
– if the input is a collection of things, go through them one at a 

time

• produce output
– if the output is a collection of things, produce them one at a time
– if the output can be built incrementally, add to it one bit at a time

• narrow the search space
– repeatedly eliminate elements that aren’t the one you are looking 

for
– repeatedly eliminate solutions that aren’t the one you want
– not applicable if you can’t eliminate things without looking at 

them directly
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How to Design Algorithms

• establish the problem

• identify avenues of attack

• define the algorithm

• show termination and correctness

• determine efficiency
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How to Design (Iterative) Algorithms
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How to Design (Iterative) Algorithms
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