My research applies mathematical logic to algebra and computation. One major project extracts effective bounds from “nonconstructive” proofs. Another concerns completeness in the young field of differential algebraic geometry. My most recent initiatives involve formalized mathematics and computer science. All address problems with a significant algorithmic component and use tools from logic to give new insights into classical questions.

1. Constructive content: finding the concrete in the abstract

Surprisingly, proofs that employ ultraproducts or other abstract methods often have a “hidden combinatorial core” [20]. The effective content frequently comes in the form of uniform bounds on the processes in question.

Putting a family of techniques under a single name, functional interpretations are syntactic transformations of logical formulas from one language to another, often involving higher-order types [2]. The study of proof interpretations began with Herbrand’s theorem and has grown to include many variants [20]. As a simple example, a formula $\forall x \exists y \varphi(x,y)$—read as “for all $x$, there exists $y$ such that property $\varphi$ holds of $x$ and $y$”—can be rewritten $\exists F \forall x \varphi(x,F(x))$. This claims there is a function (computable, if we are working in an adequate theory) that, given an input, produces a witness to the original claim. Carried out on entire arguments, these “proof mining” methods can actually identify non-obvious structure and proof strategies [3,38].

In [31], Towsner and I use the functional interpretation to systematically extract uniform bounds from ultraproduct proofs in [18]. In that paper, Harrison-Trainor, Klys, and Moosa adapt the techniques of van den Dries and Schmidt [39] to the more complicated case of differential polynomial rings. Differential fields enrich the ring structure by adding derivations (additive endomorphisms obeying the usual product rule for derivatives). This framework allows applications like deciding the consistency of systems of polynomial differential equations.

Our work in [31] culminates in several bounds that are new to the literature. In [11], Freitag, Li, and Scanlon remark that “producing explicit equations for differential Chow varieties in specific cases would require effectivizing Theorem 6.1” of [18], which is precisely the content of our Corollary 5.49. We also give an explicit bound on a weakened version of the primality problem for differential ideals: let $\Lambda$ be a finite set of differential polynomials generating a proper differential ideal $J$. There exists a bound $M$ on order and degree such that if $fg \in J$ implies either $f \in J$ or $g \in J$ for all $f$ bounded by $M$, then $J$ is prime. (The full problem is open and equivalent to the Ritt problem [13].) We recursively define a function whose values give an upper bound on $M$, and then we analyze the definition to compare the growth rate to a well-known benchmark. Finally, we state and prove a finitary version of the Ritt-Raudenbush basis theorem [22].
A significant meta-mathematical question arising from our work concerns finiteness principles like Dickson’s Lemma and Hilbert’s Basis Theorem. Recently there has been considerable interest in analyzing the complexity of the differential Nullstellensatz \([7,14,16,23]\). However, all current proofs invoke the aforementioned results or something logically equivalent. Results of Simpson [34] and Socías [35] show that such lemmas introduce non-primitive-recursive bounds. If these principles are necessary to prove the differential Nullstellensatz, then the known Ackermannian bounds are probably close to optimal. If not, there may be much smaller bounds but fundamentally new arguments will be needed to prove them. Either way, the complexity of algebraic algorithms (and hence their feasibility for applications) is intimately tied to axiomatic issues that I study.

In [30], Towsner and I extend our methods to the special ultraproducts used by Schmidt in [28]. There Schmidt proves nonconstructively the existence of polynomial-growth bounds on deciding (in the algebraic, not differential, case) if a given ideal is prime. Starting from this ultraproduct proof and applying methods from computational algebra (specifically, Gröbner bases), we obtain an upper bound on the complexity of the prime ideal problem as a polynomial function of the degree of the generators (Theorem 4.35 in [30]). To our knowledge, this is the first such bound in the literature. We also find similar bounds on deciding if an ideal is maximal (Theorem 5.4). This makes effective an ultraproduct argument of Schoutens (Lemma 4.1.4 in [29]).

My ongoing research encompasses more general rings and classes of ideals. Combining theorems from [1] and [30], I have found an explicit bound on prime ideals in polynomial rings over \(\mathbb{Z}\). I have also obtained bounds in the field case on the degree of generators for the radical of a given ideal. (Proofs available upon request for current results.)

2. Differential algebraic geometry, model theory, and complete differential varieties

Compactness is a critical “finiteness property” of a topological space. One characterization of compactness that captures the intended meaning for algebraic varieties is that of completeness: an algebraic variety \(V\) is complete if for every variety \(W\) the projection map \(\pi: V \times W \to W\) takes Zariski-closed sets to Zariski-closed sets.

The fundamental theorem of elimination theory states that projective algebraic varieties over an algebraically closed field \(K\) are complete. Using the same definition (only replacing the Zariski topology with the finer Kolchin topology in which closed sets are zero loci of differential polynomials), one obtains the notion of a complete differential variety. Kolchin studied complete differential varieties in [21], proving that the projective closure of the constants (i.e., elements whose derivatives are all zero) is differentially complete while projective \(n\)-space \(\mathbb{P}^n\) is not. Later researchers such as Pong, Freitag, León Sánchez, and I investigated differential completeness for its own sake as well as for mathematical applications [10,12,27,33].

In [32,33] I adapt the methods of [27] to pursue the question of which projective differential varieties are complete. This involves retooling Pong’s valuative criterion in order to apply it directly to projective differential varieties as well as remove reference to nonconstructive objects like maximal differential rings. I obtain versions of the valuative criterion that emphasize different perspectives (see Theorems 3.1,
3.3, and 3.4 in [33]): a valuative criterion for projective differential varieties that mirrors the affine case, a more geometric version using only the Kolchin closure of the image under projection of subvarieties of a special form, and a more “syntactic” version concerning the form of polynomials that show up in differential elimination ideals.

Throughout the project I have frequently used computer algebra to formulate examples and test conjectures. The projective valuative criterion and explicit elimination algorithms enabled me to find new examples of complete $\delta$-subvarieties of $\mathbb{P}^1$ [32,33]. I also identified the following family of counterexamples (the only incomplete, finite-rank projective differential varieties known at present): the projective closure of $x'' = x^n$ is not $\delta$-complete for $n \geq 2$.

In [12], Freitag, León Sánchez, and I present a simplification of the differential completeness recognition problem, albeit one that assumes a weak form of the catenary conjecture [6] from differential algebra. We show that if the weak catenary conjecture (Conjecture 5.2 in [12]) is true, then a $\Delta$-closed subset $V \subseteq \mathbb{P}^n$ is differentially complete if and only if $\pi: V \times W \to W$ is a $\Delta$-closed map for every quasiprojective zero-dimensional differential variety $W$. This result, while conditional, may make it easier to classify complete differential varieties.

There are many open questions surrounding differential completeness, and making progress will likely pay dividends to differential algebra beyond the specific problems. Of particular interest to me is determining whether differential completeness is a decidable property. The projective valuative criterion gives conditions for completeness to hold, but in the absence of bounds on checking the conditions we do not know if this can be done algorithmically. My proof-theoretic work on bounds in polynomial rings and my model-theoretic work on valuative criteria complement each other well here.

3. Formal methods for mathematics and computer science

The background for proof mining includes type theory and higher-order logic. These concepts are also important for my most recent projects, which revolve around tools from computer science.

Elimination theory for differential equations holds promise for analyzing dynamics in biology, chemistry, and hybrid systems [5,25,26]. However, little has been done so far to implement theories of polynomial rings with additional operators in provers such as Coq and Isabelle. I am constructing such a theory in Coq with input from members of the theorem-proving community (code available upon request). Recent papers on multivariate polynomials and formalization [4,17,37] also give guidance for design choices. The SSReflect proof language [15] provides tools for efficient theory development and I am seeking to build on the algebraic hierarchy from the Mathematical Components library [24].

I have defined a polymorphic inductive type that allows for different coefficient rings, sets of indeterminates, and classes of operators. (For instance, one would like to use the same basic set-up for both differential and difference algebra.) Using Coq’s setoid mechanism [36], I defined an equivalence relation on formal polynomials to enable rewriting. There is much left to do, such as writing and verifying programs for elimination, but I can conduct simple calculations and proofs. I presented my preliminary work during the workshop portion of Formal Methods in Mathematics/Lean Together 2020 at Carnegie Mellon.
In related research, I am working to formalize the Ax-Schanuel theorem from transcendence theory. The proof uses differential algebra as well as objects like Puiseux series. The project will make a valuable contribution to formal mathematics and will require significant engineering insights (for instance, to incorporate de Rauglaudre’s formal proof of Puiseux’s theorem [9] into my setting).

In support of this project, I have attended programs like the Coq Intensive portion of the DeepSpec 2018 Summer School held at Princeton (https://deepspec.org/event/dss18). Attendees were computer scientists, logicians, and users of formal methods in industry. By interacting with these peers and the organizers in talks and problem sessions, I gained additional experience with the theory and application of theorem proving. As a mathematics postdoc I also participated in the programming languages group at the University of Pennsylvania. Particularly valuable were seminar talks and working discussions on type-theoretic methods for differential privacy with Benjamin Pierce and his colleagues.

4. Having it both ways

Both ends of the abstract/concrete spectrum are connected in ways amenable to mathematical logic. Davis and Hersh [8] cite Henrici’s view [19] that “Dialectic [i.e., nonconstructive] mathematics generates insight. Algorithmic mathematics generates results.” My research program is motivated by both traditions, generating insight and results throughout algebra and computing.
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